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PREFACE

During the arademic year 1962-63, the authors conducted an extensiva
series of tests on methods for solving job shop scheduling problems. Ref-
srence (5] gives some good bacikground material, and Chapters 3 and 12-18
are especially relzvant to the presant study. Moet of the methods studied
here stem froz the prcdebilistic combination of local job shop scheduling
rules propesed by Fischer ard Thompeon in [1]. In addition, other methods
such as direct search (3] and permutetion techniques (reccmmenced in {41}
have also beer tested and are reported on. The exact mpthods of complete
engmeration and integer progremming were not tried here, t.t eee [2] and
{4). The rontribution of P. Glover to this paper lies in the parawmtric
metnhod of Chapter VI.

The one firm conclusion of our studies is that probabilistic and para
metric combinationes cf locel rules cffer significant improvements cver
other methods of searching for gocd or optimal schedules. Moreover, they
yield results in a reasonable amount of comrmuter time, and hence are sus-
ceptible of immediate application. Ve have rot compered these two methods
as to the pmount of time they will take, and hence camno®, at present,
choose between probabilistic and parametric methods. However, we feel that
the parametric method dezerves considerable further study. The permutation
approach advocated by Sheraan snd Reiter seems to be very slow, but does
offer the advantage that a protability estimate can te given as to the
worth of the results cbtained. However, it seems to us 0 be computation-
ally impractical for present ccmputer speeds and coste imitlarly, direct

search, as we have used it, seems not to be competitive

-1~



CHAPIER I

PROB4BILISTIC CCMBIMATICNS CF
LOCAL JOB SHCP SCHEDULING RULES

1. IYTRCDUC TION

This chspter describes a computer program for combining in a
“probabilistic™ way six lecal Jobo shcp scheduling rulee. The rulee in-
cluded in this prograz are the shortest imminent operaticr (SIO), long-
est remdning time (LRT), first-in, first-out (FIFO), and machine slack
(MS) rulees. Also, a fil1l-in rule. which does not enter the decisicn
precess, ir u-ed which modifiee the straight forward appiication of the
rules. The modified rules difler frcz the standard rules in that an oper-
ation is not scineculed if a gocd of higher rriority and presently being
rrccessed on another fecllity will arrive pricr to the e2xrecied completion
of the hizhest priorit; cperation in the queue. If thie sitvation occure,
the facility is held idle until the zew gocd arrives. The FIFC rule, how-
ever, doss ot need such & look-aheed festwrs since gocds are prcecessed on
e first-come, first-szerve basis. An operaticn is not cdelayed because cf
the pussible arrival cof a higher riority oreration which is now standing
idle in some cther jueue. There is one exceptiom to the above "one-step”
loock-ahead which will be discussed 'mnder the description of the machire
sleck rule in (6) telow.

The £411-in rule attempie to fill in icdle gaps resulting {roz the
ahove lock-shead feature by specifyying that whenever an idle delay is
incurred the ertire jueue shall be scanned for ary operaticr that can be
scheduled tc fill the gap without delaging the start of the operaticn
which is nelnz swaited. Thie i3 dorne by scarning the current SIU list
in reverees crder snd selecting thoese gocder (if any) whose time (or summed

times) is rot grealer Lhan tre idle gap.



(1} ‘ihe SIO (shortest imminent operaticn) rule says that whenever
a facilitly hecomee available, select that good irn the queue which has the
shortest machining time on the facility.

(2) 1The LRT (longest remsirinz time) rule says select that good in
the gueue which has the most machining time remaining until completion.

{3) 1The JS (job slack ver operation remaining) rule says select that
gced in the queue which has the least jcb slack per cperation remaining
until completion. Job slack is determined for each good by sublracting
remaining machining time from an arbitrarily estabtlished finish or duse
date.

&) The LID (longest imminent opereticn) rule says selsct that o00d
in the queus which has the longest machining time on the given facility.

(5) The FIFO (first-in, first-out) rule saye select that zcod which
arrived first ir the gueus.

() The MS (machire slack) rule says select that gocd in the gueue
which nas the least mchlning time remalining until it arrives al Llhe
facility with the longest remaining machininz time. If 217 zuods have
already been processed on the most critfcal facility (i.e., the most re-
maining machininz time ), Lhen the earliest arrival st the -ext moet
eritical faeility is used as . criteria for eelection (and ec on).

Two versions of the rule were tesled. In the first, the one-step”
lock-ahzad feature, as previousi; described, was used. This feature only
corsidered those goods which were currentily being proceessd on ancther
facility whose mext cperation would te on the availatle facility. In the
second, a "two-step” lock-aghead fealure was veed whish zlso corsiderad
those goods which were currently being procaessed on ancther faciiity and

whieh would arrive at the available facility after the next osperation.



2. LESCRIPTICH OP THE PROGRAX

A. Ipitializirg
In the initialization sezment of the program, the following list
structures are set ur.
1. Scheduling Fule List:

Cne list is set up for each rule used in the program. Each
of these lists contains all the guods that ere available for scheduling
on each facility at any given time. The gocods in each facility's queus
are orderec accerding to their pricrit; under the respective rules with
the hizhest priority good et the nead of the list. Eaeh list contains
identicali zvods at all times, but the ordering of the goods under each of
the rules is not (necessarily) the same.

2. Jeeility Cloek List:

The facility cloek list deeignates Lhe earliest time at which

each facilitly 1s avallsble for scheduling an cperation.
3. Cwrent Cperation Cowrter List:

Trie list cdesizrnates the current cpersticn being perfcrmsd
(or to te perfocrmed when the appropriate facilit; beccmes availatle) on
each gocd.

4. ULlecision Foint Counter List:

This 1ist cdesigrates the next decision point in the decision

vecicr to te uged for eazh facility when a rule cholce is to be made.
S. Kachire Friorily List:

This list has all facilities ordered according tc total re-

zairing machining time with the facility having “he greatest total time at

the top of the list.
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€. Decision Vectors:

Ezeh facility has a decision vector consisting of the same
number of elements as there are operations to be performed or the facility.
Each element ccnsists of a string of 3 aigit numbers, each of which re;re-
sents the cumulative probability of selecting one of the rules lower in
the 1list of rules than the particular rule to which the nusbers relate.
The element to be referrec to when a decision on a rerticular facility
is to be made is determined frcx the decision point counter list. Because
of the fill-in future,‘ it may not be necessar: to refer to the decisicn
vector for each gocd scheduled on a given facility and the number of els-
ments used in the facilit; 's decision vectcr may be lese than the number
of operaticns.

7. List of Fill-in Goods:

This list designates thcse goods which have been deteruined
as being satisfactory for filling idle gaps on facilities reculting from
the look-ahead previcusly discussed. If an idle gap occurs on a ziven
facilit) and only one filler good can be used, it is immediately scheduled
alc no goods are stored in the facility's waiting filler list. If, how-
ever, there is more than one filler good, cne is immediately scheduled
and the remainirg goods are temporarily stored in the waiting list to be
scheduisd in order as the facility beccmes available.

8. Sehvdule:

Both a tezporary workinec scheaule and 2 best achieved schedule
are maintained. The schedules show the etart and finish times of eacn op-
eraticn for each good on each mschine. [rrom the best achieved schedule,

a schedule can be cutyutted in form equivalent ¢ & Gantt Chart.



B. Scheduling ~
Scheduling consists of the following primary operations.

(1) Determine if facility (f = k, 2,...,n) is available for
echeduling a good at time t = 1, .,..., completion of scheduling.

#. If not, $ <1 + 1 and go to 1. If no facilities are
available, incresse time period (t <t ¢ 1) being examined by ons.

b. If yes, go to .

(2) Determine the good number just completed on the given
facility.

a. Increase the completed good's current opsration counter
by one.

b. Remove the coapleted good from all scheduling rule liste
for the given facility. If all operations have been campleted on the
good, go t0 3.

¢. Place the completed good in ite next mechine queus. De-
termine the priority of the good under each of the scheduling rules and
place in the appropriate position in esch list.

(3) Check for waiting fill-in goods in given facility's list of
£411-4n goods. If there is a waiting fill-in good, resove the good from
the list and go to 9. If there is nc walting fill-in good, go tu &.

(4) Check to ses if the facility is being held idle awaiting
the arrival of a higher priority good.

a. If yos, 1 <1 +1 and go to 1.

b. If no, go to 5.

(5) Determine if there is a good currently in the given facility's

a. If yes, go to h.
b. If no, 1 ¢4 + 1 and go %0 1.



(6) Seleect one of the decision rules.
(7) Determine ths gocd with the highest priority under the
golected decision rule.
a. If the FIFO rule is selected, go to 9.
b. Determine the finish time of the good if scheduled on
the given facility.
¢. Determine if arny good currently being proceesed on
another facility, whose next operation is on the given facility, will
airive before the time determined in (b) and will have a higher priority
under the decision rule selected than the good selected in (7). If
machine slack is the snlected decision rule, either a "one-step” or a
"two-step” look-ahead is used.
1. If there is such a good, go to E.
2. If there is not, go to .
(8) Determine tho arrival time of the good for which the facility
will be held idle.
a. Determine the idle gap which will occur.
b. Check for filler goods.

1. If there are no filler goods, i <1 + 1 and go
to 1.

2. If there are filler goods, place the first on the
working schedule noting start and finish times for
the appropriate good operation nuaber and facility
Place all remaining filler goods on the fill-in
waiting liat for the facility. 1 < < 1 and go to 1.

(9) Place the good selected on the working schedule noting start
ing time and finish time for the apprepriate good operation - umber and
rfacility. Update the Machine Availability Clock List by noting the {inish

time of the good Just scheduled plus one unit of time.




7.

a. If all goods are scheduled, go to 17.
b. If not, {1 €31 ¢ ] and go to 1.
(10) Evaluate current schedule relative to beet schedule to date.
a. If better, store the best achlieved schedule.
b. If more rune are to be made, gon to the initialization part

of the program to reset all liet structures and then repeat steps 1-9.

3. DISCUSSION OF THE PROGRAM

Of the steps outlined, only steps 6 and &b require additional clari-
[icetion.

Step 6 calls for selecting one of the si. decision rules includesd in
the program. To do this, reference is made to the appropriate eleament in
the facility's decision vector as determined from the facility's decision
point counter. The elements are used successively as each new decision 1s
encountered. Each elament consists of 5 three-digit nuubers. Each of the
three-digit numbers represents the cunulative prcoablility of selecting one
of the rules lower in the list of rules than the particular rule to whieh
the numbers relate. In this progran, the rules are ordered in the follow-
ing way: w

1, Shortest imuinent operation

2. Longest remaining time

3. Uachine elsck

L. Job slack per operstion remaining
5. Longest imrinent operation

6. First-in, first-ou!

The order in which the rules appear is arbitrary, but some time saving
can be achieved by having those rules with the highest probability of being
eelected at the head of the list. Since six rules were used in the program,

it was convenient to represent 100 as 600.
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As on example of the use of the decision vector element, consider the
case where all rulee are to have an squiprobable chance of selection. The
decision vector element would be 500400300200100. Only 5 three-digit num-
bers are necessary since the sixth rule will autcmatically be selected if
nore of the first five are. By compering a pseudo-random, 3-digit number
in the range 1-600 with earh of the “-digit numbers in the decision wectcr
clemsnt, it can be deteimined which rule is to be selected. A number cf
359, for example, would specify the selertion of the machine sla~k rule.

To check for filler goods when an idle gap occurs cn a facility as a
result cf awaiting the arrival of a higher priority good, the following
procedure is {clliowed All goods in the facility'e queue are examined by
seanning the SIO rule list in reverse ordsr (i.e., from longest to shortest
reguired machining time) to determine if their required machining time is
not greater than the idle zgap. From amcug ths get of all goods (if any)
that satisfy this condition, that good whose machining time (or thcss guods
whose sirmed machining times) moet ccupletely fille the gap is (are) spe-

cified ar filler goods.

4. DESCRIPTION OF TEST RESULTS

Only the 20X5X5 problem (as given in [ 1 ]) has been used thus far in
testing the 6-rule program . Since no learning procees hai yet been built
intc the rrogram, the various coabinations of rules tested were initially
determined by intuitive guesses as to what might generste good schedules,
and later, search was directed toward the region of combinations which
appeered to result in the best schedules

The scheduling times achieved under varicus coubinations and proba-
bilities of the rules are plotted in Charts 1-9. In the majority cf teet

rune, the machine slack ruls (sither l-step or 2-step look-ahead) was



9.

applied 100f of the time in the initial decision points. It was found that
there was soze "best” mmber of decision points through which to \o.pply the
100% machine slack rule followed by some combination of other rules (see
Chart 4 for the l-step look-ahead case and Chart 8 for the 2-step look-
ahead case). The best 5I0 and LRT combination probabilities were found to
be in the vicinity of 70% and 30T respectively. Also, it appears (with the
limited runs available) that only slight moves of 10¥ away from these
probabilities resuits in a greater change in schedule times achieved than
was the case for the 6¢¢ problem.

Although the mean of all schedules and the best schedule generated
using 1001 machine slack (2-step look-ahead) during the first 10 decisicn

points followed by 70f SIC and 30f LRT was much better than those generated

by applying the same through a lesser number of decision points (see Chart 8),

it. is believed that this alsc might reduce the number of altermative secuen-

ces of goods which might achieve the minimum poseible schedule.

— e S - T —————y
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Chart 7
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ClAPTER I1

TEST RESULTS FROH THE JOB SHOP
GCHEDUTING PROGRAM

1. INTRCDUCTIUN

In the Job Shop Scheduling program described in Chapter I, any
probabilistic cambination of six echeduling rules can be used to generste
a echedule. These rules are S10, LRT, LIFO, FIFO, Job Slack aad Machine
Udleck. Thie program 1s described {n detail elsewhere. In the fallowing
series of tests anly two of the rules, SIO and LRT, are used and they are
appliad only to 6X€ matrices. The questions exar..ied are as follows.

1. Lhat is the effect of various probabili -i."c combinatione of {10
and LRT rules on the mean and the variance of a series of generated sched-
1les? Do same ratios preduce a higher number of optimum schedul es?

2. Doecs the range o!f machine times in a specific problem have an
ef'fect on the difficulty of obteining an optimum schedule? Does it :ffect
the nean or variance of a series of schedules?

3. What 18 the effect of increasing the number of schedules in a
series on the mean, the variance of the series and on the number of optimum
schalules yenerated?

4. Vrat ic the result of changing the probabilities of the LRT amd

SI0 rules within a given schedule?

2. THE METHOD

Date for answering questions 1, 2 and 2 was gathered in the following
way. Four scheduling problems were randemly genersted, each having six
soode to be processed on six machines. In the first of these, the range
of processing times on each machine was fram one to ten days. Frocesaing
timer in the second problewx were generated between two and nine days, in-

clusive, Cimilarly, the times of the third and fourth problems varied from

19.



three to eight days, and fram four to seven days respectively. In these
four problems the o der of the operatims for each good was held constant
so that a comparison of the results would be more meaningful. These prob-
lems are shown in Figures 1-4 along with the means of the machine proces-
sing time and the lowest schedule time generated throughout the series of
tests. This will be referred to as the "optimw ~chedule."

For each of the four problems two hundred schedul es were generated
for each of eleven cambinations of SIO and LRT probabilities. These cam-
binations began at Of SIO, 100X LRT and changed in ten stepes of 107 to
100% SIO, Of LRT. In total then forty-four series of two hundred sched-
ules each were generated. For each series of two hundred schedules, the
mean, the variance and the number of optimum schedulee were recorded. The
above procedure was then repeated with each sequence reduced to ten ached-
ules. The results of all the tests may be found in the graphs of Figures
7-18.

Data for cuestion four was gathered in the following manner. In the
determination of a echedule for a 6X6 problem, thirty-six scheduling de-
cisions must be made. Four series of the 10:1 ratio problem were gener-
ated. In series 1 the f{irst eigiteen decisions were made using the SIO
rule, and the last eighteen were made using the LAT rule. In series two
the order was reversed with the IRT rule used for the first half. 1In
series three for each schedule percentage SI0 used was decreased gradually
throughout the scheduling. For the first four decisian points the ratio
of SI0 to LRT was 90:10. For the next four decision points the retioc was
80:20. This continued throughout the scheduling so that for the last four
decisions the ratio was 10:90, SIO:LRT. In the fourth sequence the process

was repeated, but with decreasing LRT. The results are shown in Figure 19.



Scheduling Problems

Problem 1

Machining Tizme Ratio 10:’
Gooc 1 Good 2 Good 3 Good Good 5 Good &
Mach- Days ; Mach- Days ; Mach- Deys ; Mach- Uays , Mach- Days ; Mach- ann

ine ine ine ine ine ine

3 1 2 8 3 5 < 5 3 3 2 3

1 3 3 5 L 4 1 5 2 3 4 3

2 6 5 10 6 @8 305 5 5 6 9

4 ¥ 6 10 1 9 4 3 6 b 1 10

6 3 1 10 2 1 p 8 1 3 5 4

5 6 L b 5 7 é 9 L 1 3 1

I

Mean Machining Time = 4.5 day»s

Optimum Schedule

Figure 1

55 days



Seheduling Problems
Problem 2
Machining Time Ratio ¢:2
Good 1 | Good 2 1 Good 3 | Good & | Ceod § 1 Good €
lach~ Days | Mach- Days | MHach~ Daya| Mach- Days | liach- Days | Mach- D“
ine s ire ine ire ipe ine ‘
3 é : < 9 3 6 2 2 3 6 2 [ |
1 9 ' 3 2 L6 1 3 2 3 | & 2|
2 S ’ 5 6 ) 5 3 7 5 3 6 2
4 ) 6 2 L e IN 8 6 4 1 9
6 5 1 5 2 3 5 4 1 4 5 3
5 3 L 7 i 5 & & 8 LS 3 9

Mean Machining Time = 5.4 days

Optimum Schecdule 50 d

Figure

ays

2
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Scheduling Frotlem

Problem 3

Machining Time Eatic E:3

Geee_1 Good 2 | Gocd 3 Goed 4 | Gced & | Good €
tach- Days | Mach- LDaye ! Hdach- Days | liach- Daye | Mach- EmJ Mach- Days|
ﬁina ire .r ine ine ine | ice
| 3 8 2 8 | 3} € 2 8 3 @ 2

1 5 3 7! 4 8 1 8 2 & L2

2 N S 6 | 6 6 3 3 5 3 € 5

4 5 6 3 L e IN 6 5 6 1 "

é 7 1 6 2 3 5 5 1 3 5 5

5 8 4 i 5 6 6 5 4 3 [ 3 3

Mean Maerining Tims « 5.6 days

Cptimum Schedule 57 day=

Figure 3



Scheduling Problem

Problem 4
¥achinirg Time Fatic 7:4
ced 1 Good 2 Good 3 Good & Good S Goed 6
Mach- Days ! Mach- Daya! Mach- Dage! lach- Days | :ach-Days & Hach-C
j ize ine ire ine | ize in |
3 € 2 7 3 6 < Y | 3 6 2 ¢ :
v 7 3 7 L6 1 6 | 2 7 L4
2 & 5 4 5 5 3 7 1 5 7 ¢ 7
L7 & 6 1S L 5 | & 5 L7
6 5 | 7 | 2 € 5 6 | 6 1 s &
5 4 l L 4 N 5 7 | & & | L 7 3 ¢

hear Hachining Time < & dags

Uptimum Schecule 55 daygs



Total Machiring Time Focr Zeskh Goed

Frotlem Jcoc L geod 2 Good 3 Gocd &4 Gocd 5 Geog 6
303 26 &7 34 35 25 3C
G:2 38 3 3& 2 <5 2
3:3 7 37 37 35 27 22
7:4 33 35 35 3a e 3é
Figare §

Totel CUperating Tiwme For Zach ¥achine

Problem Machire 1 Mackios 2 Xachine 3 Xackire 4 Mackine £ Mackine &

10:1 &0 2% 2£ 2 .
§:2 Je 33 3¢ A 27
8:2 34 30 33 n 33
7:4 Je 3 32 33 34

&3
26

32

Figure 6
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Figere 10

Relaticn of Mean of Schecdules te £ SIC, IRT
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Relation of Mean of Schedules to ¥ 5IO, LRT
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Figure 13

Relation of Mesn of Sched:las to § SIC, LRT
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Figure U4

Relaticn of Mean of Schedules to £ S10, LRT
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Figure 15
Oacurrences o7 Optimum Schedule vs.
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Fizure 16

Occurrences of Optimm Lchedule wvs. f 510, LRT
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3. DISCUSSICN OF RESULYS

‘ne resulte show that te EIQ, LET used has a strong effect om the
w=an and wvariarce of 3 series of schedules. In geperal, ths zsar of the
ser1e: rises slightly tetween C ang SO SIC then b zins to imcrease sharply
as e wer cent SI0 increases. The warigree increases as the per cent SIC
increases Sut in severzal cases drops at 100f SIO. The data giwes po clear
wrectf that 3 certaln ratic of LET-SI0 i2 ir zeners]l surericr or evan
superisr in specilic oroclems. For example, ir probtlemes 1, 2 and 3 the
fistribution of teet schedules is relativelr ccomstart in the range 20 - 28
cer cent SIC. Peaks oo xist in the distribtations, but they could occewr

Cuze o chaoce Fowewer, 1o problem o the Cest schedule does occur wiguely

T> cetermire e effert of machining time ratic {(ie., 10:1, $:2, 8:3,
7:h! on ease of scheduling, the mean. the variance and the pumber of best
schedu.es for the four problems will be coapaced. The followding chart
snowe, [or series of 200 schedules, the rsoge of the neans anc of the vari-

aces, ard stows Lhe oumber of Lest schedules gereratec.

Sohlen focge __2C:1 :2 g: 7:4

Fangs o Yeans T7-59=18 £3-54=5 T0-£3<7
of series

Zazge of Variarce 100-0-100 35 33 F0meS
of series

Yumber of Best ié 7 3% |
Senedules

The data does nct show a clear relationszir Cetwesen the mackirdng time
ratioc and the ease of scheduling. It woulc suggest that other croperties

of the rumbers in the probliex hawe an overriding effect.



e data in Pigures 7-19 shiow clearly that e mear and variance
cl a series cf ten schedules is very clcse to tre valuee from z gaories cf
L scoecdules. The differerces trat do ococcur seem evenl) distridbuted be
veen * and - values. Iz problems 1, < and 3 the distributicns of af:isam
scaecules vimep In he series of ter sclsdules Mave their medians near e
mediar of the series of 200. This situaticn dic mot cccur n proslex 4.

The resnlte of waryirg the percectage SIO, LFT within a schelule are
eoowe in Pigere 15. 2 eeries of schedules generited with the {irst half
cf eact schedule, schedule

oy SI0 anc the secons Mall by LET s elmcet

]
L

‘\

iderticzal ¢ & series io wtich the first half of each schedule i» scheduled
oy LET s the seconmd half 5y SI0. Similarly there was little Jifference
between schedules with SIU izereasingy from 10K e OFf and sebedules wit:

SIO decreasing from I ¢ 1CE. The aifference dic fever increaaing SIOC.



v, SIMPLE LEAZND.C

-

.he resuits ¢f the previocus tests suggested a2 sizple form of learning
aight w» effective. .ir the four prctleas exam’ned, the mear & variance
of! a series of ter scheduies, - -azvery close to the asan &nd variarce cf the
series ¢ two humyired schecules at all ratice of SI0 to IRT. Also in
precleme 1, 2 and 3 the distribution of adirimum schedule times iz the short
earies had its amdian &t zpmroxicatlely the same locaticn as the zediar of
Lhe distribtuticn for the long seriep. Thus we can gain mueh informstiorn
a2ocut & specific oreblem from a series cf short sequences of schecules st
varione combinaticne of SIC and LRT.

The learming uses thic factl o detemine s optimum ratio of IRT ¢
SIC a= fcllowe:

1. Oenerale nine serles cof len schecdiles eacs with combiraticas of

SI0 art LET, starting &t 10:90 ard changirg in eight eteps of 10
te W0:10.

7. The teet ratic is deterzi-ed by fincding the series with the lcaest
echecule tine. Iz- case of & tie the coe with the woet “best sched-
ules” ig chosen. If there is 2till a tie the series Witk the low-
est variace is closen as the firet optimam ratio

e prezram thern concentrates cn an area 20f adbove sk 1CK belowr

)

tie cptimm per cent [27. Cver this reduced range nire series cf
X schediles are gonaralec

&. Ae in step twc ar ortimm ratio ie determired. Tnds firel optiom
retio is used to gemerate an siditicral 100 schecules.

The result of {te applicaticn tc the four zrodleme of the previcus

secticn are showm ir Figures 20-3.

-



Step 1
10 Schedules

Step 2
20 Schedules

Step 3
100 Schedules

Simple Learning

Problem 1: Machining Time Ratio 10:1

£S10 10 20 30 40 50 60 70 80 SO
Mean 50 58 58 62 66 6 70 73 18
Variance 101 3733136 27103139 2
Best Schedule 58 57 /55//55//55/ 5S¢ 59 51 76
Occurencos 4 2&7[17[172 2 1 1

Best ratio 30% SIO

1510 13.3 16.7 20 23.3 26.7 30 33.3 36.7 40
Mean 59 59 58 59 59 58 60 59 59
Variance 5 4 2 4 1 2 17 6 13
Bost
Scheduls 56 56 56 6 56 /55/ 56 57 56
Occurences 2 2 1 2 1 1 3 5 bl
Best ratio 30% SIO
#S10 30
Mean 60
Variance 32
Best Schedule 5%
Jeccurences 2
Figure 20



Simple learaing

Probles «: Machining Time Ratio 9:2

Step . £510 10 20 30 40 50 60 70 €C 90
10 Schedules
Nean S 53 54 55 Sh ST 58 ST 59
Variance » /5] 1 2 3 6 10 15 18
Best Schedule 51 /50/ 53 53 52 S5 52 [50/ 55
Oecurence 1[1722121[_.1::1

Beet ratio 209 SIO

Step 2 €510 3.3 6.7 10 13.3 16.7 20 23.3 26.7 %0
20 Scheduies
Mear. 5, 54 54 S4L S4 53 54 S5 S.

Variance 2 1 2 2 2 Q 2 6 5

Best
Sehedula 53 53 /50/ $3 53 /50/ 53 51 51

Oceurence 11 9 1 7 7 0O/ ¢ 1 1

Best ratio 208 SIO

Step 3 1s10 20
100 Schedules
Mean 55
Variance 5

Lest Schedule bLY

3

Ccecurencs

Figure 21



Simple Learning

Froblem 3: Machining Time Ratio 8:3

Step 1 £S10 10 2¢ 30 40 S0 & 70 80 90
0 Sehedules
Mesn 63 62 6L, 61 62 61 62 62 67
Veriance 1 7 2 8 11 & 8 4 25

Best Scheculs 62 %8 62 /57 59 [57/ 60 59 61

Cecurence k& 1 1 127 « 1 2 1 1

- -

peat ratio 4O% S5I0

Step 2 £S10 23.3 267 30 33.3 36.7 &0 L3 3 46.7 50
20 Schedules

Mean 63 62 €2 63 &2 é1 62 62 62
VYariance & 4 6 3 7 6 5 7 6

Best s /57 /57 59 58 [ST/ se s& 58
Schedule

Oceurence 1 L 1 L 1 3/ 1 2 2

Best ratioc 40% SIO

Ster 3

100 Schedules #S10 Lo
Mean 62
Variance 8
Best Schedule 57
Cecurence 1

-

Figure :2

]



Simple learning

Problem 4: Machining Tims Ratio 7:4

‘tep 2210 10 20 30 40 50 8 70 80 90
.0 Schedules
Mean 61 62 6L 63 62 63 62 AL 6bg
Veriance L 1€ 2 16 5 27 11 28 62

Best Schadule 6C 59 59 59 60 /57/ 59 59 59

Ccecurence 7 i i 1 2 2 2 2 1

Best ratio 60% SIC

tap I %SIO0 LY 3 L6.7 S50 S3 3 567 60 633 66.7
0 Schedules
Mean AL 63 62 62 63 62 €3 62
Variance - 10 (2 1é W2 9 16 23

Beat S
Schedule 57 % 5t S7 56 57 58 1557

Occuren.e 2 1 i 1 X i 1 1

Best ratioc 6&6.7¢% SIO

Step 3 £sI0 66 7
100 Schecules
Nean &4
Varian:e 22
Best Scheduls 56
Cecurencs 1l

Figure 23
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5 DISCUSSJION OF RESULIS ~OR SIMPLE LEARNING

fo judge the effectiveness cf the aimple learning routine tne re
sulte will be eccupared with the results of 50:5C SIO, LRT series.

It may be seen from an examination of problems 1 and 4L that the
learning routine may give an optimm ratio SIC LRT sither beluw or
above 50:50 (3C:70 and 66.7:33.7 respectively). Since the series mean
and varianse tend tc increase with the per cen' S[0 the learning rcutine
zay give a series mean and variance sither higzher or lower then that given
by the 50:50 ratio

As part of the introductcry work with tne program. 40O schecdulea
were generated fcr proolem | with 2 C.50 ratio In this =eries the cpti-
mm time of 55 cecurred 6 times In the 370 schecules in the learning
rout ine for problem L, exactly 5 optimum schedu’es were aizc generated.
iherefore, the use of lesarning in the program doeeg not necessarily giwe a
lower mean. a lowsr variance, cr a higher number cptimum schecdules.

[t 1is interesting tc rnots that the rrcgra:z with learning did find a
new ninisum for problem 4. It is not peseible to accept or reject this
learning on the bgsis of the present data. There is a possibility that
it would be zore efficient than the 50:50 ratio on a larger problem or
more efficient on the GX6 if the number of achecduies generated at each

stage wers reduced.



Arpendix A

Zantt Charts of Cptinum Schedules
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PROBASILISTIC 1SR

i. INTRCOOCTION

As ar exteasion cl the ie jobt/echeCuling program (discusged inChant
a2 tearnicz segment was developed arc eludied a8 a wrams of improving the
efficienc; of the program for producing "gocC” schedules thre: lesarting
arocesses were designec ard testel but caly coe of these zeve 3. .f7icient
jeamise cof sarcess to warrant extended ‘nwestizatior

he learning procese 2 readily asdaptelle W ay ~umber cf ru.es
Ihougn 3ix rulee were inxorporated in the scheldll lng ;rogrea, ooy taree
rulee were used iz the Lrvestisaticn of the learuiry rrocess. These verw
the scriest lsminect cperatics, locgest remaini-g time, arc 2echiom elack
reles. Computer runs uveing varicus cambirzii.one of mpre than trree rmiles
indizated that a great number cf schedules wiuld be reguired o gecerste
7o0d =cheduies Decause cf the srester pumber cf ocesible secuences of
male chcizes. The thrwe r=les used eoex c rrovide for 2z ccapiemertary
set ¢f ruies wadek should (ntuitively be peceesa-y for arri.inz at &
Tgock T sequence of decigicne He-thio slack has ae (le prizary cllectiive
he awcidance of {dle tine oo critical machires. Tre locges’ remaining
tine xle, ir scme sense, attle i3 to erredite thoee gocds wrich “awe the
least slack avelladie. The Scb slack rule zizht Te used as o subetitule
for tzis rule. The only difference between trhese ~ules ie that ‘ob eleck
ccnsiders the Job's elack relative (o the nwmbler of orereaticns sexmaining
wc te perfcraed. The sxrilest immirent cperaticn rle jpricarily eypedites
ehort cooeratice #oods which moves a2 zary Zoode as ;cssible in as ehort a

rericd of time as possiltle.



2. LESCRIPTION OF THE LEAR:ING PROCESS

The leaming process is characterised by an unbiased starting position
and the designation of time peiriods during which decisions are made on eech
macnine. The length of each time period and the number of time periods are
prescribed for the program. The last time period is understood to include
all ending decisions even though the period length may be greater than that
used in all preceding periods. That is, if time periods are prescribed as
being 200 units of time in length and the last time period commences at the
800: time unit, all decisions made after the 10COth times unit would still
bs regarded as dbeing made in the last time period. Time period lengths do
not necessarily need to be uniform. However, in all investigations, they
were prescribed as being equal.

The program initially generates some preseribed number of schecules
with an unbiased starting position which implies that the probability of
selecting any of the three decision rules is equal at all decision points.
For each schedule, a record is kept of the rule selected at each decision
point and the time period in which the decision point is located. Each time
a superior schedule is generated, the sequence of decisions which prod'ucos
the schedule is stored as the most recent bist standard.

After gensrating the prescribed number of schedules, control is passed
to the learning segment. Each decision point in the decision probability
matrix which occurs in the first time period is then biased to certainty to
select the rule prescridbed for the decision point in the most recent best
standard. All decision points in later time periods are left unblased.

The scheduling program then gensrates another prescribed number of
schedules. The sequences of goods ~-heduled during the first time period
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will be identical for esch of these schedules and only decisions fcllowing
time period one vary. Again, each time a superior schedule is gensrated,
the sequence of decisions is stored as the most recent best standard.

The rulee prescribed in the standard which occur in the first two time
periods are then set to certainty in the decision probability matrix and
decision points in later time periods are maintained in an unbiased positior.
Thie process continues until the last time period is the only one with vary-
ing decisions possible. At each step through the time periods, the number
of varying decision points is decrcased.

After all time periods have been considered, the second step in the
learning procesz takes place. Each decision point in the decision probability
matrix is then blased by a fixed amount in the direction of choosing the rule
prescribed for the point in the standard sequence. That is, if the standard
sequence specified that the SIO rule was to be ulpctod at the 5th decision
point on a particular machine, a 50%f probability might be placed on selecting
this rule and the other two rules would have probabilities of 255 each. The
process of gonerating schedules through time periods (as previcusly described)
would then be repsated. Convergence toward a unique decision vector can be
acconmodnted by strengthening the bias which is pl.ceod on the standard
ssquence decisions at the end of each progression through all time periods.
3. VERBAL STEP DESCRIFTION OF LEARNING TROGRAM

1. Gen:rau a schedule (1 = 1,...,n)

a. Each time a decision is made, store the time period and
rule choice for the decision point.

b. If the schedule is better than the previous standard, go
to ¢c. Ifnot, 1 <1 +14if 41 ¢¥n andgotol. If
i =n, go to 2.
2. Diss to certainty the sequence of rules through time period t.
s. If L is the last time perioc:, go to 3.

b. Gotol, t <4t ¢+ 1.

i
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3. Bias each decision point in the decision probability matrix
toward the rule specified for the point in the standard sequence by some

predetermined amount. Go to 1.

Liscussion of results: In all tests of the learning process, it was

found that winen the bias for the standard sequence !ecame too high, the
generating of better sequences became severely restricted. With a blas of
50% or 60% toward the best rule at each decision point, much more effective

learning was observed.

Also, since fever decision points are varying when later time periods
are under consideration (i.e., decisions made in early time periods are set
to certainty) a fewer number of schedules needs to be generated to find a
better sequsnce than in early time periods when many (or all) decision
points are varying. It was observed that the generating of better schedules
with all decisions varying seldom occurred. A few of the coubinations of
number of time periods, and loope/time period are shown below for the
20X5X5 and 10X17X10 problems along with their results.

20X3a5 Problem

No. of Time Schedules/ Total Best Runming
—Periods  Time Period Total Loops Schedule _ Time

3 5 15 105 1326 42 min.

5 3 15 105 1257 40

5 5 25 100 1227 37

5 (8,6,3,2,2) 21 85 1221 33

7 (1,5,5,5,2,2,1) 21 105 1254 L0

10 2 20 120 1236 45

5 3 15 105 1046 38

5 (5,4,3,2,1) 15 105 994 34

5 1,1,5,5,3) 15 105 1080 26
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The sbove results appear to indicate that the use of a variable
nunber of schedules per time period with the number decreasing as later
tine périodo are (onsidered ies the best approach to the problem.
4. TEST RESULTS

Learning with the 6X6X6 problem was very poor. This might be explained
by the fact that a "gcod™ schedule (only 2 or 3 time units above the known
ainimun of 55) was always generated while all decision pointes were unbissed.
Continued search was unable to get below this “"good" schedule. As the bias
on the standard sequence of rules was strengthened, a amaller number of
"bad" schedules we: generated than by the purely randam (all decision points
equiprobable), non learning process. From the number of schedules theat
were generated during the 4X6X6 test rune, considering both learning and
non-learnirg runs, it should be expected that at least one schedule achiev-
ing the minimum of 55 would occur based on previcus experience using only
the SIO and LRT rules. The addition of the machine slack rule may there-
fore make it imposeible (or extremely difficult) to achieve the minimum
Since reeults from teats using the 6XéX6 problem were rnot significant,
graphical plots of the results have not been made.

Typical results achieved in test runs of the learning process using
the 20X5X5 problem are plotted in Charts 1-4. Chart 5 shows the results of
generating 100 schedulee with all rules (MS, SIO, LRT) having equal proba-
bility of selection at all decision points (i.e., non-lesrning). Chart 6
shows the cumulative number of schedules found with total schedule times
leas then X hours both for the learning and non-learning processes. The
results appear to indicate thet progressive learning 1s taking place. Also,
it as observed that learning progressed very rapidly during the early staces

of computer runs and decreased during the later stages
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Typical results achieved in test runs of the learning process using
the 10X10%10 problem are plotted in Charts 7-2. Chart 9 showe t.h; results
for 100 schedules and non-learning. Chart 10 shows the cumulative number
of schedules found with total schedule times less than X hours both for
the learning and non-learning processes. Again, results appear to indicate
that progressive learning is taking place.

At the bottom of each chart, the biases placed on the standard sequence
of rules i3 indicated. The remaining two rules waere made -~ - uiprobable. At
the start of each of the new biasing periods, a greater variability is ob-
rerved since all decision points are allowed to vary. As scheduling ap-
proaches the last time period (the end of each of the biasing periods), the
variability is reduced since a unique ssquerce of decisions is being made in

earlier time periods and only decisions in the late time periods are allowed

to vary.
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CHART 2
Time Path - Total Schedule Time
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